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本講義の内容
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Metrics in Phenotype

Epidermis image, http://news.stanford.edu/news/2008/december3/gifs/stomata_epidermis.jpg
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Practical Convolutional Neural Network (AlexNet),
Breakthrough Technology in Computer Vision

Krizhevsky  et al., 2012
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Abstract

The morphology of glands has been used routinely by
pathologists to assess the malignancy degree of adenocar-
cinomas. Accurate segmentation of glands from histology
images is a crucial step to obtain reliable morphological
statistics for quantitative diagnosis. In this paper, we pro-
posed an efficient deep contour-aware network (DCAN) to
solve this challenging problem under a unified multi-task
learning framework. In the proposed network, multi-level
contextual features from the hierarchical architecture are
explored with auxiliary supervision for accurate gland seg-
mentation. When incorporated with multi-task regulariza-
tion during the training, the discriminative capability of in-
termediate features can be further improved. Moreover, our
network can not only output accurate probability maps of
glands, but also depict clear contours simultaneously for
separating clustered objects, which further boosts the gland
segmentation performance. This unified framework can be
efficient when applied to large-scale histopathological data
without resorting to additional steps to generate contours
based on low-level cues for post-separating. Our method
won the 2015 MICCAI Gland Segmentation Challenge out
of 13 competitive teams, surpassing all the other methods
by a significant margin.

1. Introduction

Normally, a typical gland is composed of a lumen area
forming the interior tubular structure and epithelial cell nu-
clei surrounding the cytoplasm, as illustrated in Figure 1
(top left). Malignant tumours arising from glandular epithe-
lium, also known as adenocarcinomas, are the most preva-
lent form of cancer. In the routine of histopathological ex-
amination, the morphology of glands has been widely used
for assessing the malignancy degree of several adenocarci-
nomas, including breast [14], prostate [19], and colon [17].
Accurate segmentation of glands is one crucial pre-requisite
step to obtain reliable morphological statistics that indicate
the aggressiveness of tumors. Conventionally, this is per-
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Figure 1: Examples of gland segmentation in benign (top
row) and malignant (bottom row) cases. From left to
right columns show the original images (stained with hema-
toxylin and eosin) and annotations by pathologists (individ-
ual objects are denoted by different colors), respectively.

formed by expert pathologists who evaluate the structure of
glands in the biopsy samples. However, manual annotation
suffers from issues such as limited reproducibility, consid-
erable efforts, and time-consuming. With the advent of w-
hole slide imaging, large-scale histopathological data need
to be analyzed. Therefore, automatic segmentation meth-
ods are highly demanded in clinical practice to improve the
efficiency as well as reliability and reduce the workload on
pathologists.

Nevertheless, this task is quite challenging for several
reasons. First, there is a huge variation of glandular mor-
phology depending on the different histologic grades as
well as from one disease to another. Figure 1 (left column)
shows the large difference of glandular structures between
benign and malignant cases from colon tissues. Second,
the existence of touching glands in tissue samples makes
it quite hard for automated methods to separate objects in-
dividually. Third, in the malignant cases such as moderate-
ly and poorly differentiated adenocarcinomas, the glandular
structures are seriously degenerated, as shown in Figure 1
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(bottom left). Therefore, methods utilizing the prior knowl-
edge with glandular regularity are prone to fail in such cas-
es [35]. In addition, the variation of tissue preparation pro-
cedures such as sectioning and staining can cause deforma-
tion, artifacts and inconsistency of tissue appearance, which
can impede the segmentation process as well.

In the last few years, many researchers have devoted their
efforts to addressing this challenging problem and achieved
a considerable progress. However, obvious performance
gap is still observed between the results given by the algo-
rithms and annotations from pathologists. Broadly speak-
ing, previous studies in the literature can be categorized
into two classes: (1) pixel based methods. For this kind
of method, various hand-crafted features including texture,
color, morphological cues and Haar-like features were uti-
lized to detect the glandular structure from histology im-
ages [11, 38, 13, 36, 37, 28, 23, 32]; (2) structure based
methods. Most of approaches in this category take advan-
tage of prior knowledge about the glandular structure, such
as graph based methods [2, 20], glandular boundary delin-
eation with geodesic distance transform [16], polar space
random field model [18], stochastic polygons model [35],
etc. Although these methods achieved promising result-
s in cases of adenoma and well differentiated (low grade)
adenocarcinoma, they may fail to achieve satisfying perfor-
mance in malignant subjects, where the glandular structures
are seriously deformed. Recently, deep neural networks are
driving advances in image recognition related tasks in com-
puter vision [21, 9, 7, 27, 29, 3] and medical image com-
puting [10, 30, 31, 6, 12]. The most relevant study to our
work is the U-net that designed a U-shaped deep convolu-
tional network for biomedical image segmentation and won
several grand challenges recently [30].

In this paper, we propose a novel deep contour-aware
network to solve this challenging problem. Our method
tackles three critical issues for gland segmentation. First,
our method harnesses multi-level contextual feature repre-
sentations in an end-to-end way for effective gland segmen-
tation. Leveraging the fully convolutional networks, it can
take an image as input and output the probability map di-
rectly with one single forward propagation. Hence, it’s very
efficient when applied to large-scale histopathological im-
age analysis. Second, because our method doesn’t make an
assumption about glandular structure, it can be easily gen-
eralized to biopsy samples with different histopathological
grades including benign and malignant cases. Furthermore,
instead of treating the segmentation task independently, our
method investigates the complementary information, i.e.,
gland objects and contours, under a multi-task learning
framework. Therefore, it can simultaneously segment the g-
land and separate the clustered objects into individual ones,
especially in benign cases with existence of touching gland-
s. Extensive experimental results on the benchmark dataset
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Figure 2: The schematic illustration of FCN with multi-
level contextual features.

of 2015 MICCAI Gland Segmentation Challenge corrobo-
rated the effectiveness of our method, yielding much better
performance than other advanced methods.

2. Method

In this section, we describe in detail the formulation of
our proposed deep contour-aware network for accurate g-
land segmentation. We start by introducing the fully con-
volutional network (FCN) for end-to-end training. Further-
more, we propose to harness the multi-level contextual fea-
tures with auxiliary supervision for generating good likeli-
hood maps of glands. Then we elaborate the deep contour-
aware network drawn from FCN for effective gland seg-
mentation by fusing the complementary information of ob-
jects and contours. In order to mitigate the challenge of
insufficient training data, we employ the transfer learning
approach by exploiting the knowledge learned from cross
domains to further improve the performance.

2.1. FCN with multi-level contextual features

Fully convolutional networks achieved the state-of-the-
art performance on image segmentation related tasks [7,
27]. Such great success is mostly attributed to the outstand-
ing capability in feature representation for dense classifica-
tion. The whole network can be trained in an end-to-end
(image-to-image) way, which takes an image as input and
outputs the probability map directly. The architecture basi-
cally contains two modules including downsampling path
and upsampling path. The downsampling path contain-
s convolutional and max-pooling layers, which are exten-
sively used in the convolutional neural networks for image
classification tasks [8, 25]. The upsampling path contains
convolutional and deconvolutional layers (backwards strid-
ed convolution [27]), which upsample the feature maps and
output the score masks. The motivation behind this is that
the downsampling path aims at extracting the high level ab-
straction information, while the upsampling path predicting
the score masks in a pixel-wise way.

The classification scores from FCN are established based
on the intensity information from the given receptive field.
However, the network with single receptive field size can-



Applications in various domain
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Google Colaboratory

https://colab.research.google.com/次のサイトにアクセス

https://colab.research.google.com/


チュートリアルへのアクセスの仕方
1. Github経由 ２.Colab経由

totti0223 github 
で検索

open in colabをクリック
（ないしは右クリックで新しいタブ）

colab.research.google.comにアクセス

初期画面か「ノートブックを開く」で
出てくるメニューから

→github→totti0223と入力
→repoからdeeplearningforbiologists~

を選択
→該当のtutorialを開く

今回はVGG_demo.ipynb 
or PlantDisease_tutorial.ipynb

http://colab.research.google.com


colab notebookを始める前に
１．googleアカウントにログインしていることを確認
（していない場合途中指示が出る）
ログイン中は画面右上に自分の名前が表示される

２．notebookをgoogle docにダウンロード
（自分で改変したコードを保存できるようになる）

はじめてnotebookを実行するときは上記の注意が出るので、
～リセットするのチェックを外して実行



VGG_demo.ipynb
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ImageNet(1000)ラベル

https://gist.github.com/yrevar/942d3a0ac09ec9e5eb3a

{0: 'tench, Tinca tinca',
1: 'goldfish, Carassius auratus',
2: 'great white shark, white shark, man-eater, man-eating shark, Carcharodon carcharias',
3: 'tiger shark, Galeocerdo cuvieri',
4: 'hammerhead, hammerhead shark',
5: 'electric ray, crampfish, numbfish, torpedo',
6: 'stingray',
7: 'cock',
8: 'hen',
9: 'ostrich, Struthio camelus',
10: 'brambling, Fringilla montifringilla',
11: 'goldfinch, Carduelis carduelis',
12: 'house finch, linnet, Carpodacus mexicanus',
13: 'junco, snowbird',
14: 'indigo bunting, indigo finch, indigo bird, Passerina cyanea',
15: 'robin, American robin, Turdus migratorius',
16: 'bulbul',
17: 'jay',
18: 'magpie',
19: 'chickadee',

990: 'buckeye, horse chestnut, conker',
991: 'coral fungus',
992: 'agaric',
993: 'gyromitra',
994: 'stinkhorn, carrion fungus',
995: 'earthstar',
996: 'hen-of-the-woods, hen of the woods, Polyporus frondosus, Grifola frondosa',
997: 'bolete',
998: 'ear, spike, capitulum',
999: 'toilet tissue, toilet paper, bathroom tissue'}



Constructing a crop disease diagnosis model

Fig. 1. Example of leaf images from the PlantVillage dataset, representing every
crop-disease pair used. 1) Apple Scab, Venturia inaequalis 2) Apple Black Rot,
Botryosphaeria obtusa 3) Apple Cedar Rust, Gymnosporangium juniperi-virginianae
4) Apple healthy 5) Blueberry healthy 6) Cherry healthy 7) Cherry Powdery Mildew, Po-
dosphaera spp. 8) Corn Gray Leaf Spot, Cercospora zeae-maydis 9) Corn Common
Rust, Puccinia sorghi 10) Corn healthy 11) Corn Northern Leaf Blight, Exserohilum
turcicum 12) Grape Black Rot, Guignardia bidwellii, 13) Grape Black Measles (Esca),
Phaeomoniella aleophilum, Phaeomoniella chlamydospora 14) Grape Healthy 15)
Grape Leaf Blight, Pseudocercospora vitis 16) Orange Huanglongbing (Citrus Green-
ing), Candidatus Liberibacter spp. 17) Peach Bacterial Spot, Xanthomonas campestris
18) Peach healthy 19) Bell Pepper Bacterial Spot, Xanthomonas campestris 20) Bell
Pepper healthy 21) Potato Early Blight, Alternaria solani 22) Potato healthy 23)
Potato Late Blight, Phytophthora infestans 24) Raspberry healthy 25) Soybean healthy
26) Squash Powdery Mildew, Erysiphe cichoracearum, Sphaerotheca fuliginea 27)
Strawberry Healthy 28) Strawberry Leaf Scorch, Diplocarpon earlianum 29) Tomato
Bacterial Spot, Xanthomonas campestris pv. vesicatoria 30) Tomato Early Blight,
Alternaria solani 31) Tomato Late Blight, Phytophthora infestans 32) Tomato Leaf
Mold, Fulvia fulva 33) Tomato Septoria Leaf Spot, Septoria lycopersici 34) Tomato
Two Spotted Spider Mite, Tetranychus urticae 35) Tomato Target Spot, Corynespora
cassiicola 36) Tomato Mosaic Virus 37) Tomato Yellow Leaf Curl Virus 38) Tomato
healthy

very quickly, which makes them also suitable for consumer
applications on smartphones.

In order to develop accurate image classifiers for the pur-
poses of plant disease diagnosis, we needed a large, verified
dataset of images of diseased and healthy plants. Until very re-
cently, such a dataset did not exist, and even smaller datasets
were not freely available. To address this problem, the PlantVil-
lage project has begun collecting tens of thousands of images
of healthy and diseased crop plants [9], and has made them
openly and freely available. Here, we report on the classifica-
tion of 26 diseases in 14 crop species using 54,306 images with
a convolutional neural network approach. We measure the
performance of our models based on their ability to predict
the correct crop-diseases pair, given 38 possible classes. The
best performing model achieves a mean F1 score of 0.9934
(overall accuracy of 99.35%), hence demonstrating the tech-
nical feasibility of our approach. Our results are a first step
towards a smartphone-assisted plant disease diagnosis system.

Results

At the outset, we note that on a dataset with 38 class
labels, random guessing will only achieve an overall accu-

(a) Leaf 1: Color (b) Leaf 1: Grayscale (c) Leaf 1: Segmented

(d) Leaf 2: Color (e) Leaf 2: Grayscale (f) Leaf 2: Segmented

Fig. 2. Sample images from the three different versions of the PlantVillage dataset
used in various experimental configurations.

racy of 2.63% on average. Across all our experimental con-
figurations, which include three visual representations of
the image data (see Figure 2), the overall accuracy we ob-
tained on the PlantVillage dataset varied from 85.53% (in
case of AlexNet::TrainingFromScratch::GrayScale::80-20 ) to
99.34%(in case of GoogLeNet::TransferLearning::Color::80-20 ),
hence showing strong promise of the deep learning approach
for similar prediction problems. Table 1 shows the mean F1
score, mean precision, mean recall, and overall accuracy across
all our experimental configurations. All the experimental con-
figurations run for a total of 30 epochs each, and they almost
consistently converge after the first step down in the learning
rate.

To address the issue of over-fitting, we vary the test set to
train set ratio and observe that even in the extreme case of
training on only 20% of the data and testing the trained model
on the rest 80% of the data, the model achieves an overall
accuracy of 98.21% (mean F1-Score of 0.9820) in the case
of GoogLeNet::TransferLearning::Color::20-80. As expected,
the overall performance of both AlexNet and GoogLeNet do
degrade if we keep increasing the test set to train set ratio
(see Figure 4(d)), but the decrease in performance is not as
drastic as we would expect if the model was indeed over-fitting.
Figure 4(c) also shows that there is no divergence between
the validation loss and the training loss, confirming that over-
fitting is not a contributor to the results we obtain across all
our experiments.

Among the AlexNet and GoogLeNet architectures,
GoogLeNet consistently performs better than AlexNet 4(a),
and based on the method of training, transfer learning always
yields better results 4(b), both of which were expected.

The three versions of the dataset (color, gray-scale and
segmented) show a characteristic variation in performance
across all the experiments when we keep the rest of the exper-
imental configuration constant. The models perform the best
in case of the colored version of the dataset. When designing
the experiments, we were concerned that the neural networks
might only learn to pick up the inherent biases associated
with the lighting conditions, the method and apparatus of
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PlantDisease_tutorial.ipynb 

PlantVillageDatasetのうち、トマト５種の病気（＋健康）を 
利用して病害診断モデルを作成してみましょう

Late Blight :　疫病  
Target Spot：　褐色輪紋病 
Early Blight：輪紋病 

Septoria Leaf Spot：白星病 
Bacterial Spot：細菌病


